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ABSTRACT 
Grid computing is a continuous growing technology that alleviates the executions of large-

scale resource intensive applications on geographically distributed computing resources. 

For a computational grid environment, there are number of scheduling policies available to 

address the scheduling and load balancing problem. Scheduling techniques applied in grid 

systems are primarily based on the concept of queuing systems, and deals with the 

allocation of job to computing node. The scheduler, that schedules the incoming job can be 

based on global vs. local i.e. what information will be used to make a load balancing 

decision, centralized vs. de-centralized i.e. where load balancing decisions are made, and 

static vs. dynamic i.e. when the distribution of load is made. The primary objective of all 

load balancing algorithm is minimization of the makespan value, maximum load balanced 

and to gain more desirable performance. In this paper, we present the various load 

balancing strategies of job scheduling for grid computing environment. We also analyze the 

efficiency and limitations of the various approaches 

Keywords 

Computing, Load Balancing, Scheduling, Genetic Algorithm, Fuzzy logic, Job Replication. 

1. INTRODUCTION 

In the last several years grid computing  has emerged as an weighty field, 

distinguished from conventional distributed computing by its focus on large-

scale resource sharing, innovative applications, and in some cases, high-

performance orientation [1]. These enable sharing, selection and aggregation 

of suitable computational and data resources for solving large-scale data 

intensive problems in science, engineering, and commerce [5]. A grid 

computing environment comprises combination of various homogeneous 

and heterogeneous resources such as computing nodes, and workstations 
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which are virtually aggregated to serve as a unified computing resource. 

Grid middleware provide users with seamless computing ability and 

uniform access to resources in the heterogeneous grid environment. In order 

to provide user with a seamless computing environment, the Grid 

middleware system need to solve several challenges originating from the 

inherent features of the grid [2]. 

In distributed systems, every node has different processing speed and 

system resources, so in order to enhance the utilization of each node and 

shorten the consumption of time, “Load Balancing” will play a critical role 

[15]. The performance of load balancing algorithms is strongly related to the 

number of computing node. Since each computing node has its own 

inimitable computing capabilities and the pattern of the job arrival to the 

computing node is imbalanced, thus the grid system may be overloaded. The 

main objective of load balancing is improved the performance of grid 

system through its distribution of load among the computing nodes, and 

minimize the execution time of job. In general, load-balancing algorithms 

can be categorized as centralized or decentralized in terms of where the load 

balancing decisions are made. A centralized load balancing approach can 

function either based on averages scheme or instantaneous scheme 

according to the type of information on which the load balancing decisions 

are made [4]. 

The rest of paper is organized into 6 sections. Section 2 presents the 

overview of the system model including the grid and mathematical model 

with load balancing architecture Section. The load balancing approaches for 

grid system are presented in Section 3. The analysis and comparisons of 

some grid load balancing algorithms are described in section 4. Section 5 

presents some challenges and key issues related to load balancing And 

finally, the conclusion is given in section 6. 
 

2. SYSTEM MODEL 

2.1 Grid Model 

The grid under study consist a central resource management unit (RMU), to 

which every computing node (CN) connects and grid clients send their job 

to RMU for further processing. The RMU is responsible for scheduling jobs 

among CN. The role of dispatcher is the job management, including 

maintenance of the load balancing, monitoring node status, node selection, 

execution, and assignment of jobs for each node. An agent provides a 

simple and uniform abstraction of the functions in the grid management. 

The CNs in the grid can be either homogeneous or heterogeneous and a 

queue is associated with every computing node. The arrived jobs will be 

placed in a job queue in the RMU from which they are assigned to CNs. The 

grid agent monitors the waiting job. Upon arrival, jobs must be assigned 
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either to exactly one CN for processing immediately by the instantaneous 

scheduling or wait to be scheduled by the averages-based scheme [4]. In a 

Grid system, the composition of nodes is dynamic, every node is likely to 

enter a busy state at any time and thus lower its performance, so in selecting 

nodes, all factors should be considered. At the global grid level, each agent 

is a representative of a grid resource and acts as a service provider of high 

performance computing power [14]. 

2.2 Mathematical Model 

A computational grid system model [21] consisting p set of the CNs, is 

shown in figure 1. It consists of Ni computing nodes (CNs) such that: 

i 1 2 3 n 1 n
N  { (N , N , N , ................ , N , N ),  | N |   n }


             (1) 

The nodes are connected to each other via a communication network. The 

nodes of grid system possibly could be either an individual machine or a 

cluster. The nature of the node is combination of both homogeneous and 

heterogeneous, and modeled as M/M/1 queuing system. The inter arrival 

time and service time of the system follows exponentially distributed. The 

notations and assumptions used are as follows:  

 ∅i : External job arrival rate at node i.  

 μi : Mean service rate of node i. 

 𝜆 : Total traffic through the network. 

A job arriving at node i may be either processed at node i or transferred to 

another node j through the communication network for computation. The 

performance of load balancing policies are closely related to the number of 

node involves in a computational grid system. 

 

Figure 1. Grid System Model 

 Φ : Total external job arrival rate of the system and given as: 
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n
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i

         (2) 

 ri : Mean service time of a job at node i (i.e. the average time to 

service (process) a job at node i). 

 βi : Mean job processing rate (load) at node i (i.e. the average 

number of jobs processed at node i per unit interval of time). This is 

the load for node i assigned by the job allocation scheme. 

 t : Mean communication time for sending or/and receiving a job 

from one node to another node. 

 ρ : Utilization of the communication network and given as: 

     *t         (3) 
 

3. GRID LOAD BALANCING APPROACH 

In this section, four algorithms are considered for grid load balancing. A 

grid is a huge collection of multiple grid resources (local or global) that are 

distributed geographically in a wide area. Load balancing is an important 

system function destined to distribute the workload among available 

computing nodes to improve throughput and/or execution times of parallel 

computer programs either uniform or non-uniformly [19]. There are various 

load balancing algorithms are projected in past several years. Various 

approaches such as fuzzy logic, genetic algorithm, and job replication are 

used to implement load balancing algorithms. 

3.1 FCFS Approach 

The FCFS algorithm [4,14] is proved to be efficient under some conditions. 

Consider a grid environment G with n CNs as given in equation 1, where 

each CNs Ni has its own capability to process the job. Let m be the total 

number of job J, which is considered to be run on G. 

1 2 3 1
J    {  J   ,  J   , J   ,  ................. ,  J  ,  J   }

i m m
      (4) 

The arrival time of each job Jj is tj and execution time is txj. Each job has 

two scheduled attributes: a start time and an end time denoted by ts, te, 

respectively. Upon arrival, jobs are allocated to a certain CN Nx ∈ N by the 

central resource management unit using first-come-first-served algorithm. 

The function of the agent is to find the earliest possible time for each job to 

complete, according to the sequence of the job arrivals. A job probably 

allocated to any of the CN. So, the function of FCFS to consider all these 

possibilities and identify which CN will finish the job earliest. Therefore, 
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     ( )j jtx min tx         (5) 

The completion time of jobs is always equal to the earliest possible start 

time plus the execution time, which is described as: 

       j j jtc ts tx          (6) 

The earliest possible start time for Job Jj on a CN is the latest free time of 

the chosen CN if there are still jobs running on it. if there is no job running 

on the chosen CN ahead of job Jj's arrival.  Jj can be executed on this CN 

immediately. 

     { ,   ,  ,  ( )    ( ),  }
j j p

ts max t max te p P p P j p j        (7) 

3.2 Job Replication Approach 

Menno Dobber et al. [11] analyze and compare the effectiveness of  the 

dynamic load balancing and job replication approach. The two main 

techniques that are most suitable with the dynamic nature of the grid are 

Dynamic Load Balancing (DLB) and job replication (JR) [11]. Consider a 

grid system P with n computing node; a set J of jobs Ji (as given in equation 

1, and 8) is considered to be run on P. As the name implies a JR scheme 

creates several replica of an individual job and schedule them to run into 

different nodes. The node that finish the job first, send a message to other 

node involve in a grid system to finish the execution of current job and start 

the execution of next job available in the queue. 

 

Figure 2. Job Replication (2JR) Scheme 

A m-JR scheme creates m-1 precise copies of each job and these jobs are 

considered to be run on P. The same data set and the parameters are 

provided to the two copies of a job, to perform exactly the same 

computation so the calculations are completely the same. The JR approach 

consists of I iteration and one iteration takes total R-steps. N copies of all 

jobs have been spread out to P. As soon as the computing node finished one 

of the copies of the job, it sends a message to other computing nodes to kill 
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the current job execution and start the processing of the next job. A 2-JR 

scheme is show in fig. 2, consisting 4 CN and 4 jobs.  Firstly 2 copies of 

each job each job is created after then each job with its copy are distributed 

to n =2 CN. In figure 3, one copy (A2) of job A1 is created and then 

distributed to CN1 and CN2. CN1 finished job A1 first, so it send a finalize 

message “fin” to CN2. Sending a message between CN take some network 

delay, therefore scheduling of next job by a CN can takes some time. 

Duration of a specific job is defined as: 

Job-Time = min {all its job time} + possible send time  (8) 

3.3 Genetic algorithm Based Approach 

Genetic algorithms (GA) [4, 7, 8, 22] are increasingly popular for solving 

optimization, search and machine learning problems. It is basically a well-

known and robust search heuristics. It search optimal solution from entire 

search space In grid environment scheduling is a type of be NP complete 

problem, i.e. there is no known polynomial time algorithm to optimally 

solve this problem. The main objective to use GA for load balancing is to 

achieve the minimum of makespan (the latest completion time among all the 

jobs processed in CN), maximum node utilization and a well-balanced load 

across all the CNs. Genetic algorithms are well suited to solving scheduling 

problems, because unlike heuristic methods GA operate on a population of 

solutions rather than a single solution. A combination of intelligent agents 

and multi-agent approaches is applied to both local grid resource scheduling 

and global grid load balancing. GA is basically used to generate solutions 

related to optimization problems using various techniques such as selection, 

mutation, and crossover. Let P be a set, then the cost function CF, is given 

as: 

: P IRCF         (9) 

GA start with an initial set of random solutions called population. Each 

individual in a population is called a chromosome, represents a solution to 

the problem. The evaluation of chromosomes is done through generations. 

During each generation, the chromosomes are evaluated, using some fitness 

function. For creation of the next generation, new chromosomes, called 

offspring, are formed. The offspring is created by either using a crossover 

operator or using a mutation operator. The new generation is formed by 

selecting the individual using fitness values. After several generations, best 

chromosome is chooses, which represents the optimum or suboptimal 

solution to the problem [4]. The GA concentrates on an overall performance 

over a list of jobs and aims at a more desirable load balance across all the 

nodes in a computational grid. 
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3.4 Fuzzy Based Approach 

This section introduces the fuzzy method used in the fuzzy load balancing 

algorithm. Fuzzy logic [9, 10, 12, 13, 23] deals with reasoning that is 

approximate rather than fixed and precise. It is a superset of conventional 

Boolean logic that has been extended to handle the concept of partial truth-

values between “completely-truth”, and “completely-false”.  In a more 

extensive sense, fuzzy logic is associated with the concept of fuzzy sets. 

Terms in the fuzzy set are given linguistic variables. Using fuzzy logic, one 

can specify the degrees of overload or otherwise with linguistic labels such 

as lightly loaded, normal, overloaded, heavily overloaded etc.. The fig 3(a) 

Show the use of fuzzy logic to represent degree of truth. The fuzzy expert 

system makes scheduling decisions based on a fuzzy logic. As shown in fig 

3(b), if processor load is regarded as a linguistic variable, it may have the 

following terms as its values: light, moderate, and heavy. If „light‟ is 

interpreted as a load below about one job, „moderate‟ as a load between 

about 3  and 5 jobs and „heavy„ as a load above about 7 jobs, these terms 

may be described as fuzzy sets, where p represents the grade of membership 

[9]. A given fuzzy rule Ri consists of two differentiated parts, namely, 

antecedent and consequent parts, related to fuzzy concepts [12]. Rules 

activation conditions are reflected in the antecedent part of the rule. A rule 

within this is represented by the following expression: 

1 1
R   if ω  is A  and / or . . .ω  is A then y is B

i n m mn n
    (14) 

Where ωm represents a system feature, y depicts the output variable and Amn 

and Bn correspond to the fuzzy sets associated to feature m and output, 

respectively. 

Processor Load

Light Moderate Heavy

Load Status

Load

OverloadNot Overload
1

0

1.0 1              3                 5           7

 

Figure 3. (a) Degree of truth representation (b) A linguistic variable, processor load 
 

4. COMPARATIVE ANALYSIS 

This section This section examine various characteristic of load balancing  

policies. Genetic algorithms are applicable to a wide variety of application 

[8]. It works better when we have to schedule a large number of jobs. The 

sliding windows technique [4,7] is generally used to trigger the GA. Sliding 

window consist a series of job for node assignment to schedule. The main 
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focused is about the size of sliding window and when these jobs have been 

assigned to appropriate node, the update of window is take place.  

Table 1. Comparative analysis of load balancing policies 

Approach Factors to consideration Advantages 

Genetic 

Algorithm 

1. Windows size and their 

update. 

2. String selection for search 

node in search space. 

3. Fitness function for 

measure the performance of 

string. 

4. Population Size. 

5. Processing overhead. 

1. Minimum execution 

time. 

2. Minimize 

Communication cost. 

3. Maximum utilization of 

node. 

4. Maximum throughput 

value. 

5. Minimize makespan 

value. 

Fuzzy Logic 

1. Interference Engine. 

2. Decision Making 

3. Load Assignment. 

4. State Update Decision. 

1. Better Performance and 

throughput. 

2. Response time is 

significantly better. 

Job 

Replication 

1. No. of copies of Job. 

2. Communication between 

Nodes. 

3. Processing overhead. 

1. Consistently perform 

better when measure 

statistic is less than 

threshold value. 

FCFS 
1. Instantaneous decision. 

2. Sequence of Job arrival. 

1. Reduce the system 

response time. 

2. Shorter Makespan. 
 

 

Table 1 shows the comparative analysis of some load balancing policies. 

The measurement of GA is based on the quality of solution it produced after 

several generations. The measurements of input variables of a fuzzy 

controller must be properly combined with relevant fuzzy information rules 

to make inferences regarding the system Load State. The job replication 

scheme consist multiple copies of each job so it gives extra overhead to the 

computing node. To make an instantaneous decision, the FCFS approach is 

preferred. The primary focus of all the load balancing approaches is spread 

the workload to each node in such a manner that, the makespan is 

minimized and a well-balanced load among all the nodes in grid system 

therefore the current workload in the system must be considered to schedule 

the job to appropriate node. 
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5. CHALLENGES AND KEY ISSUE 

5.1 Challenges in Load Balancing 

There are various strategies have been developed for solving load balancing 

problem but it is not yet solved completely. Data partitioning and load 

balancing are weighty components of parallel computations. For static and 

dynamic load balancing various strategies have been developed, such as 

recursive bisection (RB) methods, space-filling curve (SFC) partitioning and 

graph partitioning [20]. A computation grid system consists of various 

components such as computing node and workstations, etc. There exist a 

heterogeneity between the various factors of a node such hardware 

architecture, physical memory, CPU speed and node capacity which affect 

the processing result. The dynamic behavior, and node failure can decrease 

the performance of grid, while the selection of resources (or node) for jobs 

could also be a factor. 

5.2 Key Issues in Load Balancing 

Load balancing is very crucial issue for the efficient operation of 

computational grid environments for sharing of heterogeneous resources, 

hence affect quality of service and scheduling. In dynamic load balancing, 

load sharing and task migration are some of the widely researched issues 

[7]. In a networked environment, interoperability (common protocols) is the 

central issue to be addressed. How to select efficient nodes is one of the 

issues of further investigation. As Grid is a distributed system utilizing idle 

nodes scattered in every region, the most critical issue pertaining to 

distributed systems is how to integrate and apply every computer resource 

(node) into a distributed system, so as to achieve the goals of enhancing 

performance, resource sharing, extensibility, and increase availability [15]. 

In order to make optimal balancing and work distribution decisions in Grid 

environment, a load balancer needs to take some or all of the following 

information into consideration: 

 The capacity on each node (CPU, memory, and disk space, etc.) 

 Current workload of each node 

 Required capacity for each task 

 Network connectivity and delay 

 The assignment of processes to processors 

 The use of multiprogramming on individual processors 

 The actual dispatching of a process.  

The choice of parameter and state information should also be considered. 

For various software engineering related issues, there are some software 

toolkit exists to provide effective solution. The distribution of load among 

the CN in an optimal way is not easy task, as it requires complete analysis 

of available resources and job. A load balancing policy can either be static 
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or dynamic. The major concern in static load balancing policy is to 

determine the execution time of the job, communication delays, and the 

resources used by computing node. Since an accurate estimation is not 

possible earlier in time, so emphasis can be done on to estimation of such 

quantities closer to accurate values. 
 

6. CONCLUSIONS 

In this paper, we discussed few contemporary load balancing strategies 

based on various approaches for computational grid environment. With the 

rapid development of technology, grid computing have increasingly 

becomes an attractive computing platform for a variety of applications. In a 

computational grid environment, load balancing is the process of improving 

the performance of system through re-distribution of load among the 

computing nodes. When the newly created jobs arbitrary arrive into the 

system, the node can become heavily loaded while other become either ideal 

or lightly loaded, therefore the job assignment and load sharing must be 

done carefully. The problem of load balancing is closely related to 

scheduling and allocation of job to computing node. For efficient utilization 

of grid resource and maximum node utilization, special scheduling policy is 

needed. Load balancing methods will vary greatly between different grid 

environment depending on the needs and the availability of computing node 

to perform the task. There are various factors which affects the performance 

of grid application such as load balancing, resource sharing, and resource 

heterogeneity therefore it must be considered for making decision. 
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